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Chapter 8

The Boltzmann Equation
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8.2 Equilibrium, Nonequilibrium and Local Equilibrium

Classical equilibrium statistical mechanics is described by the full N-body distribution,

1 Zyt e Pl (I tei}) OCE
on(®y, - TN, Py, - DY) = N1~ {5_1 PN =By (fp}=})  GCE | (8.1)
We assume a Hamiltonian of the form
A N g2 N N
V=D gt D o)+ ) uld — ). (8.2)
=1 =1 i<j

Here v(x) = Uy (x) is due to external forces. In the context of transport theory, v(z) typically will
denote the effect of an applied external field, e.g. v(2) = —¢FE - & for a particle of charge ¢ in the presence
of a uniform electric field E. We write &, and p, for the corresponding phase space variables, the position
and momentum vectors for the i*? particle, respectively. The quantity

N
oN(Tys - Ty, Py, DY) Hd'“j , (8.3)
j=1

with dp; = ddzrj ddpj , is the probability, under equilibrium conditions, of finding NN particles in the
system, with particle #1 lying within d°r; of z; and having momentum within d%; of p,, etc. The tem-

perature 7' and chemical potential p are constants, independent of position. Note that o3!({z;}, {p;})
has units of A=, where A stands for action.

Nonequilibrium statistical mechanics seeks to describe thermodynamic systems which are out of equi-
librium, meaning that the distribution function is not given by the Boltzmann distribution above. Rather,
itis a time-dependent quantity, o, ( For a general nonequilibrium setting, it is hopeless to make progress
- we’d have to integrate the equations of motion for all the constituent particles. However, typically we
are concerned with situations where external forces or constraints are imposed over some macroscopic
scale. Examples would include the imposition of a voltage drop across a metal, or a temperature differ-
ential across any thermodynamic sample. In such cases, scattering at microscopic length and time scales
described by the mean free path ¢ and the collision time T work to establish local equilibrium throughout the
system. A local equilibrium is a state described by a space and time varying temperature 7'(r,t) and
chemical potential p(r,t). As we will see, the Boltzmann distribution with 7" = T'(r,t) and p = u(r,t)
will not be a solution to the evolution equation governing the distribution function. Rather, the distri-
bution for systems slightly out of equilibrium will be of the form f = f° + §f, where f° describes a state
of local equilibrium.

We will mainly be interested in the one-body distribution

N
flrpit) = (8(r—a;(1)) 6(p — pi(1)) )
=1 (8.4)

N
:N/Hd/.tz QN(,r?m%"'>mN7p>p27"'7pN7t)
=2
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In this chapter, we will drop the 1/h normalization for phase space integration. Thus, f(r,p,t) has
dimensions of =4, and f(r, p,t) d* d% is the average number of particles found within d% of r and d%
of p at time ¢.

f({zi} Api} t) = Z/<5(m1 —&; (1) -0z, — 25 (1) 6(py — B; () -~ O (ps — P; (1))

i
NI N (8.5)
T (N —9) /Z,leld”i on({z;}, {p;}. 1)
where {x;} as an argument of the s-body density matrix f, denotes the ordered set {x, ...z}, where

s € {1,..., N} (similarly for {p,}). The prime on the sum over the indices {ji, ..., j,} indicates that no
two indices take the same value. Note that the normalization of f, is

: N!
/Hdm fs({z;} {p;},t) = N_s (8.6)
i=1 :
for all t. We write the one-body density matrix f,(x;,p;,t) = f(r,p,t), where r = o, and p = p, .

In the GCE, we sum over different particle numbers N. Assuming v = 0 so that there is no one-body
potential to break translational symmetry, the equilibrium distribution is time-independent and space-
independent:

FO(r,p) = n (2mmk, T) =32 ¢ #*/2mhpT (8.7)

wheren = N/V orn = n(T, uu) is the particle density in the OCE or GCE. From the one-body distribution
we can compute things like the particle current, j, and the energy current, j_:

i) = [db f(r.pit) 2 ©8)
golrt) = [a frpt) ) 2 9)

where £(p) = p?/2m. Clearly these currents both vanish in equilibrium, when f = f9, since f°(r,p)
depends only on p? and not on the direction of p. In a steady state nonequilibrium situation, the above
quantities are time-independent.

Thermodynamics says that
dg=Tds=de—pudn (8.10)

where s, ¢, and n are entropy density, energy density, and particle density, respectively, and dq is the
differential heat density. This relation may be case as one among the corresponding current densities:

Jq=TJs =3 —1j - (8.11)
Thus, in a system with no particle flow, 7 = 0 and the heat current j, is the same as the energy current j..

When the individual particles are not point particles, they possess angular momentum as well as linear
momentum. Following Lifshitz and Pitaevskii, we abbreviate I" = (p, L) for these two variables for the
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case of diatomic molecules, and I' = (p, L,n - L) in the case of spherical top molecules, where 7 is the
symmetry axis of the top. We then have, in d = 3 dimensions,

dp point particles
dI' =< d% LdLdQ, diatomic molecules (8.12)
d% L?dLdQ; dcos?y symmetric tops

where ¥ = cos™'(7 - L). We will call the set I" the “kinematic variables’. The instantaneous number
density at r is then

n(r,t) = /de(r,F; t) . (8.13)

One might ask why we do not also keep track of the angular orientation of the individual molecules.
There are two reasons. First, the rotations of the molecules are generally extremely rapid, so we are
justified in averaging over these motions. Second, the orientation of, say, a rotor does not enter into
its energy. While the same can be said of the spatial position in the absence of external fields, (i) in
the presence of external fields one must keep track of the position coordinate r since there is physical
transport of particles from one region of space to another, and (ii) the collision process, which as we
shall see enters the dynamics of the distribution function, takes place in real space.

8.3 Boltzmann Transport Theory

8.3.1 Derivation of the Boltzmann equation

For simplicity of presentation, we assume point particles. Recall that

# of particles with positions within d% of

f(r,p,t)d* d¥p = { (8.14)

r and momenta within d% of p at time t.

Thus, the units of f(r,p,t) are those of inverse action, i.e. T/ML?. We now ask how the distribution
functions f(r, p,t) evolves in time. It is clear that in the absence of collisions, the distribution function
must satisfy the continuity equation,

0
a—{—FV-(uf):O . (8.15)
This is just the condition of number conservation for particles. Take care to note that V and w are

six-dimensional phase space vectors:

u:(j} v Y 2, D >py >pz) (8.16)
v-(2 909 9 9 9
-\ 0z’ 9y’ 92" dp,’ Op,’ Op
The continuity equation describes a distribution in which each constituent particle evolves according to
a prescribed dynamics, which for a mechanical system is specified by

dr OH dp OH

o % = v(p) ) a T o Fo (8.18)

(8.17)
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where F' is an external applied force. Here,
H(p,r) =e(p) + Uy (r) - (8.19)
For example, under the influence of gravity, Uext(r) = mg - r and F = -V U, = —mg.

Note that as a consequence of the dynamics, we have V-u = 0, i.e. phase space flow is incompressible,
provided that £(p) is a function of p alone, and not of . Thus, in the absence of collisions, we have

of

—+u-Vf=0 . 8.20

v (820)
The differential operator D; = 0, + u -V is sometimes called the ‘convective derivative’, because D, f is
the time derivative of f in a comoving frame of reference.

Next we must consider the effect of collisions, which are not accounted for by the semiclassical dynam-
ics. In a collision process, a particle with momentum p and one with momentum p can instantaneously
convert into a pair with momenta p’ and p/, provided total momentum is conserved: p +p = p’ + p'.
This means that D, f # 0. Rather, we should write

pf_of . of .af_<df>
coll

Dt—E‘F 8r+p'%— E (8.21)

where the right side is known as the collision integral. The collision integral is in general a function of
r, p, and t and a functional of the distribution f. Suppose we evaluate the time-dependent distribution
f(r,p,t) along a particle trajectory, i.e. substituting » — r(¢) and p = p(t). Then

of dp L 0f _Df

_Of dr
O dtlempny O lpwaemy Dt

ST, p(0,0) = 5L

= . (8:22)

{r(®).p(t)t} {r(®).p(t),t}

Thus, in the absence of collisions, the convective derivative of the distribution f(r,p,t) vanishes, meaning that
the one-body distribution does not vary in time along a particle trajectory.

We can write the Boltzmann equation as

of (0f df
E B <E>str " <%>coll ’ (823)
where
af . of . of
(Elu =i (8.24)

is known as the streaming term. Thus, there are two contributions to df/0t: streaming and collisions.

8.3.2 Collisionless Boltzmann equation

In the absence of collisions, the Boltzmann equation is given by

of e oOf af
o "o ar Ve gy =0 (8.25)
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Figure 8.1: Level sets for a sample f(z,p,t) = Ae 3@ PD?e=3P° for values f = Ae~3* with a in
equally spaced intervals from o = 0.2 (red) to & = 1.2 (blue). The time variable ¢ is taken to be ¢ = 0.0
(upper left), 0.2 (upper right), 0.8 (lower right), and 1.3 (lower left).

In order to gain some intuition about how the streaming term affects the evolution of the distribution
f(r,p,t), consider a case where F, , = 0. We then have

af p Of
T i . 2
ot + m Oor 0 (8.26)
Clearly, then, any function of the form
f(r,p,t) =o(r —v(p)t, p) (8.27)

will be a solution to the collisionless Boltzmann equation, where v(p) = 3. One possible solution
would be the Boltzmann distribution,

f(r.p,t) = e/ksT P /2mhsT (8.28)
which is time-independent'. Here we have assumed a ballistic dispersion, e(p) = p*/2m.

For a slightly less trivial example, let the initial distribution be ¢(r,p) = A e"?/20% ¢=P* /267 50 that

2
Flrpt) = Ae~(r=0) 207 ov?/262 (8.29)

'Indeed, any arbitrary function of p alone would be a solution. Ultimately, we require some energy exchanging
processes, such as collisions, in order for any initial nonequilibrium distribution to converge to the Boltzmann
distribution.
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Consider the one-dimensional version, and rescale position, momentum, and time so that

1

f(z,p,t) = Ae3@pD? =307 (8.30)
Consider the level sets of f, where f(z,p,t) = A ¢=3% The equation for these sets is

T=ptEt\/a?2—-p? . (8.31)

For fixed ¢, these level sets describe the loci in phase space of equal probability densities, with the
probability density decreasing exponentially in the parameter a®. For = 0, the initial distribution
describes a Gaussian cloud of particles with a Gaussian momentum distribution. As ¢ increases, the
distribution widens in Z but not in p — each particle moves with a constant momentum, so the set of
momentum values never changes. However, the level sets in the (Z, p) plane become elliptical, with a
semimajor axis oriented at an angle § = ctn ~!(¢) with respect to the z axis. For £ > 0, he particles at the

outer edges of the cloud are more likely to be moving away from the center. See the sketches in fig. 8.1

Suppose we add in a constant external force F,
reader to prove) that any function of the form

Then it is easy to show (and left as an exercise to the

cxt

F, .t F,
fr.p.t) = As0<7“ N —“) (832)
m 2m m
satisfies the collisionless Boltzmann equation (ballistic dispersion assumed).
8.3.3 Collisional invariants
Consider a function A(r, p) of position and momentum. Its average value at time ¢ is
(Aw) = [drdp Atp) frpt) 8.33)
Taking the time derivative,
of
— 3 3 A —J
[ [ab a2
o . o . df
3 A( . _ . =
/ d / d% A(r,p) ~ 3 (7f) o9 @+ {4 - (8.34)

= Jo fer{ G By ) (),

Hence, if A is preserved by the dynamics between collisions, then?

d(A(t)) O0A dr 0A dp
& o @ T a = (8.35)

ZRecall from classical mechanics the definition of the Poisson bracket, {A, B} = % . %—ﬁ - %—f . %. Then
from Hamilton’s equations 7 = %—g and p = ar , where H(p,r,t) is the Hamiltonian, we have %1 = {4, H}.

Invariants have zero Poisson bracket with the Hamiltonian.
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We therefore have that the rate of change of (A(t)) is determined wholly by the collision integral

d(zzit)> _ / i / i Alr.p) (Z_J; )COH ‘ (8.36)

Quantities which are then conserved in the collisions satisfy A = 0. Such quantities are called collisional
invariants. Examples of collisional invariants include the particle number (A = 1), the components of
the total momentum (A = p,,) (in the absence of broken translational invariance, due e.g. to the presence
of walls), and the total energy (A = £(p)).

8.3.4 Scattering processes

What sort of processes contribute to the collision integral? There are two broad classes to consider. The
first involves potential scattering, where a particle in state |I") scatters, in the presence of an external
potential, to a state |I). Recall that I" is an abbreviation for the set of kinematic variables, e.g. I"' = (p, L)
in the case of a diatomic molecule. For point particles, I" = (p,, pysp,) and dI' = d3p.

Single particle scattering
We now define the function w (I | I') such that

w(I"|T") f(I')dI"dI" = rate per unit volume to scatter | I' +dI") — |I" £ dI") attimet . (8.37)

By | I' + dI") we mean states with momenta within d° of p — more generally, within dI" = d% d®L of
(p, L) — and at the same position coordinate r. We assume the rate is independent of the position r and
the time ¢. The units of w dI" are therefore 1/T". The differential scattering cross section for single particle
scattering is then

w(I|T)

do =
n v

ar’ (8.38)

where v = p/m is the particle’s velocity and n the density.

In computing the collision integral for the state |r, "), we must take care to sum over contributions
from transitions out of this state, i.e. [I') — |I""), which reduce f(r,I"), and transitions into this state, i.e.
|I") — |I'), which increase f(r,I"). Thus, for one-body scattering, we have

d
B Tty = [ar {w(D | 1) fr, 1) = w(I” | T) £ T} = (d—";)ml S (39
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I’ I’ I

I r I

Figure 8.2: Left: single particle scattering process |I") — |I"”). Right: two-particle scattering process
|F7F1> - |F/>F1/>

Two particle scattering

The second class is that of two-particle scattering processes, i.e. |{r, '}, {r,I1}) — |{r, "}, {r,I]}).
We define the scattering function w (I, I'{ | I, I) by

rate per unit volume to scatter two particles

w(I', T | 1,1) () f(Iy) dT dIy dT' dT7 =
(I [ 1 0) £ £() ! 1{yridr,rlidrl>—>yridr’,r{idr{>att

(8.40)
Again we assume that this rate is independent of r and ¢. Thus the units of w dI" dI'; are again 1/7', and
the differential scattering cross section is

w(I, I \ I’ Iy)

do =
v — v,

ar'dr] . (8.41)

For two-body scattering, we therefore have

D
Ftf(r,r; t) = /dFl/dF’/dF{ {w(r,rl\r’,r{) folr, s I 1)
(8.42)

d
—w(I', | 1, 1) f2(r,r;r,rl;t)} - (d—J;) )

Unlike the one-body scattering case, the kinetic equation for two-body scattering does not close, since
the LHS involves the one-body distribution f = f; and the RHS involves the two-body distribution f, .
To close the equations, we make the approximation

fa(r, T3 7, I5t) m f(r, Tst) f(7,158) (8.43)
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We then have

_f r, ;) /dFl/dF/dFI (L0 | T, 1Y) f(e, T5t) f(r, IY51)
(8.44)
—w(I", 17|, 1Y) f(r, T} t)f(r,Fl;t)} = <‘;—J;> )

We stress that in both cases we assume that any scattering occurs locally, i.e. the particles attain their
asymptotic kinematic states on distance scales small compared to the mean interparticle separation. In
this case we can treat each scattering process independently. This assumption is particular to rarefied
systems, i.e. gases, and is not appropriate for dense liquids. The two types of scattering processes are
depicted in fig. 8.2.

8.3.5 Detailed balance

Classical mechanics places some restrictions on the form of the kernel w (I, I, | I, I')). In particular, if
I'" = (—p, —L) denotes the kinematic variables under time reversal, then

w(I', 1| I =w(l" 00 | 0717 (8.45)
This is because the time reverse of the process |I',I'}) — |, Iy is |[["", I7") — |'", IT).
In equilibrium, we must have
w(l', I | 1.0y) fO0) fO(0) dT = w(I7 I | 17 I7) fO(0) fO(T) dTT (8.46)
where
d'r=drdrydr'ar] , d'T" =dr*drydr'tart . (8.47)

Since dI" = dI'" etc., we may cancel the differentials above, and after invoking eqn. 8.45 and suppressing
the common 7 label, we find

£ £ = £ £ (8.48)

This is the condition of detailed balance. For the Boltzmann distribution, we have fO(I') = Ae~*/*sT,

where A is a constant and where ¢ = ¢(I") is the kinetic energy, e.g. (I") = p?/2m in the case of point

particles. Note that ¢(I'") = ¢(I"). Detailed balance is satisfied because the kinematics of the collision
requires energy conservation:

et+e =¢+¢e) . (8.49)

Since momentum is also kinematically conserved, i.e.
p+p =p +p; , (8.50)

any distribution of the form
o) = AemEPV)/ksT (8.51)

also satisfies detailed balance, for any velocity parameter V. This distribution is appropriate for gases
which are flowing with average particle V.
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In addition to time-reversal, parity is also a symmetry of the microscopic mechanical laws. Under the
parity operation P, we have r — —r and p — —p. Note that a pseudovector suchas L = r x p
is unchanged under P. Thus, I'¥ = (—p,L). Under the combined operation of C' = PT, we have
I'° = (p,—L). If the microscopic Hamiltonian is invariant under C, then we must have

w(I", 1| I =w(0e, Iy | 1'°, ¢ . (8.52)
For point particles, invariance under 7" and P then means
w(p',pr|p.p1) = wippi [P0 (8.53)
and therefore the collision integral takes the simplified form,

D

gp) = /dgpl/d?’p’/d?’p’l w(', P} |p.p1) { ) F(0h) ~ F(p) f(p1) | = <E> : (8.54)
coll
where we have suppressed both r and ¢ variables.

The most general statement of detailed balance is

o) o) w6 )

= 8.55
fO(F)fO(F1) w(F,ﬂ!F’,F{) ( )
Under this condition, the collision term vanishes for f = f°, which is the equilibrium distribution.
8.3.6 Kinematics and cross section
We can rewrite eqn. 8.54 in the form
Df (p) o 3 do / /
L2 = [t a0 — o) G {£6) 160~ 1) FBD} (856)

where 92 is the differential scattering cross section. If we recast the scattering problem in terms of center-
of-mass and relative coordinates, we conclude that the total momentum is conserved by the collision,
and furthermore that the energy in the CM frame is conserved, which means that the magnitude of the
relative momentum is conserved. Thus, we may write p’ — p} = |p — py| ), where €2 is a unit vector.
Then p’ and p) are determined to be

(8.57)

Recall that for the scattering of classical hard spheres of radius q, the differential scattering cross section
is 42 = 2. Thus, the total scattering cross section is o, = 47a? = 7d?, where d = 2a is the sphere

diameter. For Coulomb scattering of two point particles of charge g, one has

do _ < me’ >2 (8.58)
A2 \|p, —p,|? sin’(30)) '

where p, - p, = cos . The total cross section for Coulomb scattering diverges since the differential cross
section behaves as 9% as ¥ — 0.
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8.4 Relaxation Time Approximation

8.4.1 Weakly inhomogeneous gas

In §8.7 below, we derive the Boltzmann equation for a weakly inhomogeneous gas and obtain

af [e(I)—nh e(I') —h+Tc, /0 df
VT - V_F. - (= _
ot + { T Y VT +muyvz Qup T \ A% v BT i) (8.59)
where ¢, = T($2),, and ¢, = T( g—;)p are the specific heats at constant volume and pressure, and®
1[/ov, 0OV
Qaﬁ =3 (8—% + a—%> . (8.60)
8.4.2 Approximation of collision integral
We now consider a very simple model of the collision integral,
_ 40
(ﬁ) __f=r_ (8.61)
dt J..n T T

This model is known as the relaxation time approximation. Here, f° = f°(r, p,t) is a distribution function
which describes a local equilibrium at each position r and time ¢. The quantity 7 is the relaxation time,
which can in principle be momentum-dependent, but which we shall first consider to be constant. In
the absence of streaming terms, we have

9of _ _of
o T
The distribution f then relaxes to the equilibrium distribution f° on a time scale 7. We note that this

approximation is obviously flawed in that all quantities — even the collisional invariants — relax to their
equilibrium values on the scale 7. In the

5f(r,p,t) = 6f (r,p,0) " . (8.62)

8.4.3 Computation of the scattering time

Consider two particles with velocities v and v’. The average of their relative speed is

(Jlv—"']) = /dgv/dgv/ Pv)P)|v -2 , (8.63)

where P(v) is the Maxwell velocity distribution,

P m_ mv” 8.64
(v) = <2kaT> P <_21<:BT> ’ (8.64)

3We define s = S/N, i.e. the entropy per particle.
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T

rel

Figure 8.3: Graphic representation of the equation n o v, 7 = 1, which yields the scattering time 7 in
terms of the number density n, average particle pair relative velocity o,e), and two-particle total scatter-
ing cross section 0. The equation says that on average there must be one particle within the tube.

which follows from the Boltzmann form of the equilibrium distribution f°(p). It is left as an exercise for

the student to verify that

i 4 [k, T\

Ur015<”l)—’l),‘>:ﬁ< ;n > : (865)
Note that o, ,; = /2, where ¥ is the average particle speed. Let o be the total scattering cross section,

which for hard spheres is ¢ = md?, where d is the hard sphere diameter. Then the rate at which particles
scatter is

1

; =NV 0 . (866)
The particle mean free path is then
1
(=0T = 8.67
"= Bno (8.67)
While the scattering length is not temperature-dependent within this formalism, the scattering time is
T-dependent, with
1 VT [ m 1/2
T) = = ) 8.68
() nvyo  4no <kBT> (8.68)

As T — 0, the collision time diverges as 7 oc T~'/2, because the particles on average move more slowly
at lower temperatures. The mean free path, however, is independent of 7', and is given by ¢ = 1/v/2no.

8.4.4 Thermal conductivity

We consider a system with a temperature gradient V1" and seek a steady state (i.e. time-independent)
solution to the Boltzmann equation. We assume F,, = Q5 = 0. Appealing to eqn. 8.139, and using the
relaxation time approximation for the collision integral, we have

(e —¢c,T)

3 (v-VT) O . (8.69)

f = —

We are now ready to compute the energy and particle currents. In order to compute the local density of
any quantity A(r, p), we multiply by the distribution f(r, p) and integrate over momentum:

py(r,t) = / d’p A(r,p) f(r,p,t) (8.70)
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For the energy (thermal) current, we let A = v, = e p,/m, in which case p ), = Jo - Note that 1l dpp 0 =
0 since 0 is isotropic in p even when y and T depend on r. Thus, only df enters into the calculation of
the various currents. Thus, the energy (thermal) current is

o o nr o or
Je (r):/dgpsv 5f:_k:BT2 (v fuﬁ&?(s—c T)>83:5 , (8.71)

where the repeated index  is summed over, and where momentum averages are defined relative to the
equilibrium distribution, i.e.

(o)) = [dolo) 1°w) [ [ ) = [ Plo) o) 8.7
In this context, it is useful to invoke the identity d% f%(p) = nd% P(v), where
m \? (v=V)2/2k, T
P(v) = <2ka T> ’ b (8.73)

is the Maxwell velocity distribution.

Note that if ¢ = ¢(¢) is a function of the energy, and if V' = 0, then
% fO(p) = nd® P(v) =n P(e)de (8.74)

where

P(e) = Z (k1) 322 em/kaT (8.75)

VT
0 ~
is the Maxwellian distribution of single particle energies. The normalized distribution satisfies [de P(e) =
0
1. Averages with respect to this distribution are given by

($(e)) = / dz 9(2) P(e) = 2 (k1) / de /2 g(e) e</ksT . (8.76)
0 0

If ¢(¢) is homogeneous, then for any o we have
() = % Lo+ 3) (k1) . (8.77)

Due to spatial isotropy, it is clear that we can replace v® v” by % CREN 5 and thene = tmv?in eqn. 8.71..

We then have j, = —x VT, with

SnTk2T
2m

m:i@z(e—cpT)):

= Tl 7
Sk T2 gnlve, (8.78)

8l The quantity & is called the thermal conductivity. Note that  oc T''/2.

_5 2 _
where ¢, = 5k, and ©
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Figure 8.4: Gedankenexperiment to measure shear viscosity 7 in a fluid. The lower plate is fixed. The
viscous drag force per unit area on the upper plate is Fy;ag/A = —nV/d. This must be balanced by an
applied force F.

8.4.5 Viscosity

Consider the situation depicted in fig. 8.4. A fluid filling the space between two large flat plates at = = 0
and z = d is set in motion by a force F' = F'& applied to the upper plate; the lower plate is fixed. It
is assumed that the fluid’s velocity locally matches that of the plates. Fluid particles at the top have
an average z-component of their momentum (p,) = mV. As these particles move downward toward
lower z values, they bring their z-momenta with them. Therefore there is a downward (—2-directed)
flow of (p,). Since z-momentum is constantly being drawn away from z = d plane, this means that
there is a —x-directed viscous drag on the upper plate. The viscous drag force per unit area is given
by Fy../A = —nV/d, where V/d = 0V, /0z is the velocity gradient and 7 is the shear viscosity. In
steady state, the applied force balances the drag force, i.e. I+ Fyy . = 0. Clearly in the steady state the
net momentum density of the fluid does not change, and is given by £pV &, where p is the fluid mass
density. The momentum per unit time injected into the fluid by the upper plate at z = d is then extracted
by the lower plate at z = 0. The momentum flux density II,,, = n (p, v, ) is the drag force on the upper

surface per unit area: IT, = —7 aa‘ix . The units of viscosity are [n] = M/LT.

We now provide some formal definitions of viscosity. As we shall see presently, there is in fact a second
type of viscosity, called second viscosity or bulk viscosity, which is measurable although not by the type
of experiment depicted in fig. 8.4.

The momentum flux tensor Il ; = n (p, vg) is defined to be the current of momentum component p, in
the direction of increasing z ;. For a gas in motion with average velocity V, we have

O,z =nm((V, + U;)(VB + UIB) )
=nmV, Vs +nm (v,vg) (8.79)
:anaVﬁ+%nm(v'2>5aﬁ =pV,Vs+pdas

where v’ is the particle velocity in a frame moving with velocity V, and where we have invoked the
ideal gas law p = nk,T. The mass density is p = nm.

When V is spatially varying,
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where 7,5 is the viscosity stress tensor. Any symmetric tensor, such as 7,4, can be decomposed into a
sum of (i) a traceless component, and (ii) a component proportional to the identity matrix. Since 7,4
should be, to first order, linear in the spatial derivatives of the components of the velocity field V, there
is a unique two-parameter decomposition:

v,
Gop = n<% + L gv-vaaﬁ> +(V-Vi,
8956 ox,, (8.81)

=2n (Qaﬁ — %TF(Q) 5aﬁ) +¢ Tr(Q) 5&5

The coefficient of the traceless component is 7, known as the shear viscosity. The coefficient of the com-
ponent proportional to the identity is ¢, known as the bulk viscosity. The full stress tensor o, ; contains a
contribution from the pressure:

Oop = —Dop+0a5 - (8.82)

The differential force dF,, that a fluid exerts on on a surface element ndA is dF,, = —0o, 5N dA, where
we are using the Einstein summation convention and summing over the repeated index 3. We will now
compute the shear viscosity 1 using the Boltzmann equation in the relaxation time approximation.

Appealing again to eqn. 8.139, with F' = 0 and h = ¢,T', we find

=" Ao+t g gyl g (8.83)
T kT a”h ab T e/ ko ‘ '

We assume VI' = V-V = (0, and we compute the momentum flux:

2

I, = n/dgppwvz of = _% Qaﬁ <vx Uy Vg v5>
B (8.84)
_ (9% + oV, (mv?-mv?) = —nrk,T Az + Vs
kT \ 0z Ox v =L PP\ or 0z
Thus, if V,, = V,(z), we have
v,
I, = —nrk, T —= .
Tz nr B az (8 85)
from which we read off the viscosity,
n =nkTt = gnmlv . (8.86)

Note that 5(T") oc T/2.

How well do these predictions hold up? In fig. 8.5, we plot data for the thermal conductivity of argon
and the shear viscosity of helium. Both show a clear sublinear behavior as a function of temperature, but
the slope dInx/dInT is approximately 0.65 and dInn/dInT is approximately 0.63. Clearly the simple
model is not even getting the functional dependence on 7' right, let alone its coefficient. Still, our crude
theory is at least qualitatively correct.

Why do both x(7") as well as n(7) decrease at low temperatures? The reason is that the heat current
which flows in response to VT as well as the momentum current which flows in response to 9V, /0z
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Figure 8.5: Left: thermal conductivity (X in figure) of Ar between 7" = 800 K and 7" = 2600 K. The best
fit to a single power law \ = 7" results in b = 0.651. Source: G. S. Springer and E. W. Wingeier, J. Chem
Phys. 59, 1747 (1972). Right: log-log plot of shear viscosity (¢ in figure) of He between 7' ~ 15K and
T ~ 1000 K. The red line has slope 3. The slope of the data is approximately 0.633. Source: J. Kestin and
W. Leidenfrost, Physica 25, 537 (1959).

are due to the presence of collisions, which result in momentum and energy transfer between particles.
This is true even when total energy and momentum are conserved, which they are not in the relaxation
time approximation. Intuitively, we might think that the viscosity should increase as the temperature
is lowered, since common experience tells us that fluids ‘gum up’ as they get colder — think of honey
as an extreme example. But of course honey is nothing like an ideal gas, and the physics behind the
crystallization or glass transition which occurs in real fluids when they get sufficiently cold is completely
absent from our approach. In our calculation, viscosity results from collisions, and with no collisions
there is no momentum transfer and hence no viscosity. If, for example, the gas particles were to simply
pass through each other, as though they were ghosts, then there would be no opposition to maintaining
an arbitrary velocity gradient.

8.4.6 Oscillating external force

Suppose a uniform oscillating external force F,(t) = F e ™! is applied. For a system of charged
particles, this force would arise from an external electric field F,, = ¢E e, where q is the charge of
each particle. We'll assume V71" = 0. The Boltzmann equation is then written

of . p Of Lt OF _ ff°
5t + o D + Fe ap - . (8.87)
We again write f = f° + §f, and we assume Jf is spatially constant. Thus,
aof it O Of
T + Fe v % = . (8.88)

If we assume &f (t) = Jf (w) e~™! then the above differential equation is converted to an algebraic equa-
tion, with solution
T e—z’wt o fO

1 —dwr Oe

of(t) = (8.89)



18 CHAPTER 8. THE BOLTZMANN EQUATION

We now compute the particle current:

: R _Te™ Fy a0
ja(r’t)_/dpvéf_m.kBT d’p [7(P)va v
4 ' (8.90)
_ Te—.lwt . nkF, /d?’v P(’U) v? — nr F, e.—lwt
1 —dwr 3kT m 1—iwT
If the particles are electrons, with charge ¢ = —e, then the electrical current is (—e) times the particle
current. We then obtain
2 —iwt
(elee) €T Eg e _ it
]Oél (t) - m ' 106_ ZU.)T = O-CEB(W) Eﬁe “ ? (8'91)
where
_ ne’r 1 5 (8.92)
Tap(w) = m 1 —iwr 8 '

is the frequency-dependent electrical conductivity tensor. Of course for fermions such as electrons,
we should be using the Fermi distribution in place of the Maxwell-Boltzmann distribution for f°(p).
This affects the relation between n and 4 only, and the final result for the conductivity tensor o, 5(w) is
unchanged.

8.4.7 Quick and dirty calculation of transport coefficiencs

Suppose we have some averaged intensive quantity ¢ which is spatially dependent through 7'(r) or
p(r) or V(r). For simplicity we will write ¢ = ¢(z). We wish to compute the current of ¢ across some
surface whose equation is dz = 0. If the mean free path is ¢, then the value of ¢ for particles crossing
this surface in the +2 direction is ¢(z — £cos §), where 6 is the angle the particle’s velocity makes with
respect to 2, i.e. cos § = v, /v. We perform the same analysis for particles moving in the —2z direction, for
which ¢ = ¢(z + £cos 0). The current of ¢ through this surface is then

Jo = nﬁ/dsv P(v)v, ¢(z — Lcosb) + nﬁ/dsv P(v)v, ¢(z + Lcosb)

v, >0 v, <0 (8.93)
9. [ v2 _, 09
= —nfgz/va(v); = —%m}ﬁgz ,
where v = % is the average particle speed. If the z-dependence of ¢ comes through the dependence

of ¢ on the local temperature 7', then we have

: _0¢ _
Jo = —% nlo 9T VI=-KVT (8.94)

where 96
K = %n&’) T (8.95)
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is the transport coefficient. If ¢ = (¢), then g—,f? = ¢p, where ¢, is the heat capacity per particle at constant
pressure. We then find j. = —x VT with thermal conductivity

K= %n&’) cp - (8.96)

Our Boltzmann equation calculation yielded the same result, but with a prefactor of Z instead of 3.
We can make a similar argument for the viscosity. In this case ¢ = (p,) is spatially varying through its

dependence on the flow velocity V(7). Clearly 0¢/0V, = m, hence

oV
1 = T
vz = —3nmlV 2

ji =1 (8.97)

from which we identify the viscosity, 7 = $nm¢v. Once again, this agrees in its functional dependences
with the Boltzmann equation calculation in the relaxation time approximation. Only the coefficients
differ. The ratio of the coefficients is K. /Kppr = 5= = 0.849 in both cases®.

8.4.8 Thermal diffusivity, kinematic viscosity, and Prandtl number

Suppose, under conditions of constant pressure, we add heat ¢ per unit volume to an ideal gas. We
know from thermodynamics that its temperature will then increase by an amount AT = ¢/nc,. If a heat
current j, flows, then the continuity equation for energy flow requires

T
ncp%—t+v-g‘q:0 . (8.98)

In a system where there is no net particle current, the heat current j, is the same as the energy current

J.,and since j. = —x VT, we obtain a diffusion equation for temperature,
or
o Fogrr (8.99)
ot nc,

The combination a = x/nc, is known as the thermal diffusivity. Our Boltzmann equation calculation
in the relaxation time approximation yielded the result x = nk,T7c,/m. Thus, we find a = k;T1/m
via this method. Note that the dimensions of a are the same as for any diffusion constant D, namely
[a] = L?/T.

Another quantity with dimensions of L?/T is the kinematic viscosity, v = n/p, where p = nm is the mass
density. We found 7 = nk,T'7 from the relaxation time approximation calculation, hence v = k;T'7/m.
The ratio v/a, called the Prandtl number, Pr = s /mk, is dimensionless. According to our calculations,

Pr = 1. According to table 8.1, most monatomic gases have Pr ~ %

“Here we abbreviate QDC for ‘quick and dirty calculation’ and BRT for ‘Boltzmann equation in the relaxation time
approximation’.
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H Gas ‘ n (uPa - s) ‘ £k (MW /m - K) ‘ cp/ kg ‘ Pr H

He 19.5 149 2.50 | 0.682
Ar 22.3 174 2.50 | 0.666
Xe 22.7 5.46 2.50 | 0.659
H, 8.67 179 3.47 | 0.693
Ny 17.6 25.5 3.53 | 0.721
O, 20.3 26.0 3.50 | 0.711
CH, 11.2 33.5 429 | 0.74
CO, 14.8 18.1 4.47 | 0.71
NH, 10.1 24.6 4.50 | 0.90

Table 8.1: Viscosities, thermal conductivities, and Prandtl numbers for some common gases at 7" = 293 K
and p = 1 atm. (Source: Table 1.1 of Smith and Jensen, with data for triatomic gases added.)

8.5 The Equations of Hydrodynamics

We now derive the equations governing fluid flow. The equations of mass and momentum balance are

9 L 5.(pV) =0 (8.100)
ot

a(p Va) 8Ho¢5 _

ot + 978 0o , (8.101)
where
&(x[j‘

aVa avﬁ 2

HaﬁszaVB—i-pcSaB— n a—xﬁﬁ-@—gV’V&aﬁ +<V'V6aﬁ . (8102)

Substituting the continuity equation into the momentum balance equation, one arrives at

ov

P T p(V-V)V =-Vp+nVV+(+inVv(VV) | (8.103)

which, together with continuity, are known as the Navier-Stokes equations. These equations are supple-
mented by an equation describing the conservation of energy,

s . dV,
T— +TV(SV) = UQBW

or
Note that the LHS of eqn. 8.103 is p DV /Dt, where D /Dt is the convective derivative. Multiplying by
a differential volume, this gives the mass times the acceleration of a differential local fluid element. The
RHS, multiplied by the same differential volume, gives the differential force on this fluid element in a
frame instantaneously moving with constant velocity V. Thus, this is Newton’s Second Law for the
fluid.

+V(kVT) . (8.104)
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8.6 AppendixI: H-theorem

To peek ahead, we are about to prove the following. Let
r,t) = [ £rp.0) 1 (r,p, 1)/ £

(8.105)
0= [ sr.p.0 w50/ )

Here f° can be any constant which has the appropriate dimensions of A~3, where A stands for action.
Then if f(r, p,t) evolves according to the Boltzmann equation, it is necessarily the case that

Oh(r,t)
ot

+V(r,t) <0 (8.106)

Where V = 0/0r. If we integrate over all space, and we adopt boundary conditions where j — 0 at
spatial infinity,

H(t) :/dgr h(r,t) = % <0 . (8.107)

Thus, Boltzmann dynamics recognizes an arrow of time. Time increases in the direction that h(r, t) decreases.

Let’s consider the Boltzmann equation with two particle collisions. We define the local (i.e. r-dependent)
quantity

(1) = / &p 1 p, 1) o(f(r.p,1) (8.108)

where f = f(r,p,t) and ¢(f) is arbitrary. At this point, ¢(p, f) is arbitrary. We now compute

p, 3f<p fe) Of
a—f_/g /d COf ot

3(f<p) Cof L of (dr
= [#0%; { Tor P ap+< >wn} (8109

_ a(fe) Afe)  O(fe) (df
_/d3p{ Cor P op i of <a>c0n}

We may integrate the second term in the brackets by parts on p. Assuming f = 0 for infinite values of
the kinematic variables, which is the only physical possibility, we then have

ap o Ofy) or olfe) (df
7 /d3 { “or Ot <dt>wu}

D [ [ O (A
_—g/dhW“*‘/d of <dt>coll

Ip,(r,t)
ot

(8.110)

Thus,
+ Vo gy(rt) =o,(r,t) , (8.111)
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where

(1) = / &p f(r,p. ) o(f(r.p.1)) v(p)

o 3 3(]"@)‘ (ﬁ)
olrt) = /d OF s pay N ) con

and 7 = v(p) = 0H,/0p is the velocity.

(8.112)

Thus, we arrive at eqn. 8.111, which is a continuity equation with a source term o,(r,t). The source
term is nonzero only in the presence of collisions. We now evaluate o, under the assumption that f
satisfies the Boltzmann equation with two particle scattering. Thus,

a(r,t) = /d?’p/dgpl/dgp’/d?’p’l {w(p’,p’l |p,p1) f(P)f(P1) X(P) — w(p, Py | P, DY) f(p’)f(p’l)x(p’)}

= / d*p / d*p, / d*p/ / &’pi w(p',pi | p,p1) (@) f(P1) (X(P) — X' (D) . (8.113)
where
X = gf) +f8f , (8.114)

and where we have suppressed the r and ¢t dependences. We now invoke the symmetry

w(p',pl |p,py) =w(pl,p'|pP1.p) . (8.115)

which allows us to write
= /d3 /d3 /d3 ’/d3p1w PP, | p.p1) F()f(p1) (x(P) + Xx(p1) — x(®) — x(P))) , (8.116)

This shows that o, = 0 if x(p) is a collisional invariant.

Now let us fix ¢(f) = In(f/f°) and evaluate the source term o = O ptn(f/ 0)" We have

o= —%/dgp/d3p1/d3p’ d*pyw(p', Py | p.p1) (@) (@) 2(p,p | P, PY) Ina(p,p, | P, P)) . (8.117)
where z(p,p,,p',p}) = f(p)f(py)/f(P')f(P|). We next invoke the result
/d3 ’/dgplw p.pi|p.p) Z/d?’p’/dgp’lw(p,pllp’,p’l) (8.118)

which is a statement of unitarity of the scattering matrix’. Multiplying both sides by f(p) f(p;), then
integrating over p and p,, and finally changing variables (p, p,) <> (p/, p}), we find

0—/d3 /d3 /d3 ’/d3p1w P | p.p) (f0)f (1)~ F(0)f ()
/d3 /d3 /d3 ’/d3p1w P | p.p) f®) @) {a(p.p) [P P) — 1}

>See Lifshitz and Pitaevskii, Physical Kinetics, §2.

(8.119)
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Multiplying this result by 1 and adding it to the previous equation for h, we arrive at our final result,

———/d3 /d3 /d3 ’/d3p w(p' P, | p.py) F@) @) (@he —z+1) (8.120)

where z = z(p,p,,p,p}) = f(p)f(py)/f(P)f(P)). It is now easy to prove that the function g(z) =
zlnz — x + 1 is nonnegative for all positive x values®, which therefore entails the important result
Oh(r,t)
ot
Boltzmann'’s H function is the space integral of the local density h(r): H = [d% h(r)

+V.jr,t)=0o(r,t) <0 . (8.121)

Thus, everywhere in space, the source term o(r,t) is nonpositive. In equilibrium, h = 0 everywhere,
which requires x = 1, i.e.
o) 1) = 1°0) f°(py) (8.122)
or, taking the logarithm,
In f(p) +In f(p;) = In f°(p') + In f°(p}) . (8.123)
But this means that In f° is itself a collisional invariant, and if 1, p, and ¢ are the only collisional invari-
ants, then In £ must be expressible in terms of them. Thus,

7 V.p €
In f¢ — 8.124
=TT R T T (8.124)
where p, V, and T are constants which parameterize the equilibrium distribution f°(p), corresponding
to the chemical potential, flow velocity, and temperature, respectively.

8.7 Appendix II : Weakly Inhomogeneous Gas

Consider a gas which is only weakly out of equilibrium. We follow the treatment in Lifshitz and
Pitaevskii, §6. As the gas is only slightly out of equilibrium, we seek a solution to the Boltzmann equa-
tion of the form f = f° + §f, where f° is describes a local equilibrium. Recall that such a distribution
function is annihilated by the collision term in the Boltzmann equation but not by the streaming term,
hence a correction §f must be added in order to obtain a solution.

The most general form of local equilibrium is described by the distribution

%, T) = Cexp (“ - 5(2; v p> , (8.125)

where = p(r,t), T =T(r,t),and V = V(r,t) vary in both space and time. Note that

df® = (d,u—kp'dV—k(E—u—V-p)d—T—dzs) (_8_]“))

Oe

T
) (8.126)
= (%dp—i—p-dV-i-(E—h)d?T—dE) <—8L> )
(z)

Oe

®The function g(z) = zlnz — z + 1 satisfies ¢’(z) = Inz, hence ¢'(z) < 0 on the interval z € [0,1) and ¢/(z) > 0
on z € (1, 00]. Thus, g(x) monotonically decreases from g(0) = 1 to g(1) = 0, and then monotonically increases to
g(00) = 00, never becoming negative.
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where h = i1+ T's is the enthalpy per particle, and where we have assumed V' = 0 on average, and used

dp = (g;ﬂ) T + <g’;> dp = —sdT—i—%dp , (8.127)
T

where s is the entropy per particle and n is the number density. Here, ¢, is the heat capacity per particle
at constant pressure’. Finally, note that when f° is the Maxwell-Boltzmann distribution, we have

970 0
_a_{: = kf—T , (8.128)
B
where
F2(p) = n (2rmk,T) /2 7P*/2mhksT (8.129)
is normalized so that [d3r [d3p f°(p) = N.
The Boltzmann equation is written
o p 0 0 df
<at * a e > (f " f) <dt>coll . (8130)

The RHS of this equation must be of order df because the local equilibrium distribution f° is annihilated
by the collision integral. We therefore wish to evaluate one of the contributions to the LHS of this
equation,

o T T F Oz n Ot T Ot

af°> p of° .G_fo_ 8f0 18p+€—h8T
ot m  Oor op

(8.131)

+v-<ma—v+%Vp>+E_hv-VT—F-v}

To simplify this, first note that Newton’s laws applied to an ideal fluid give pV = —Vp, where p = mn
is the mass density. Corrections to this result, e.g. viscosity and nonlinearity in V, are of higher order.

Next, continuity for particle number means n + V-(nV') = 0. We assume V is zero on average and that
all derivatives are small, hence V- (nV) =V -Vn+nV-V = nV-V. Thus,

Olnn  Odlnp 9OInT
Tl v vt vV (8.132)

where we have invoked the ideal gas law n = p/k,T above.

Next, we invoke conservation of entropy. If s is the entropy per particle, then ns is the entropy per unit
volume, in which case we have the continuity equation

d(ns)
ot

+ V- (nsV) = (gt +V. Vs> (% +V. (nV)> =0 . (8.133)

7In the chapter on thermodynamics, we adopted a slightly different definition of ¢, as the heat capacity per
mole. In this chapter c, is the heat capacity per particle.
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The second bracketed term on the RHS vanishes because of particle continuity, leaving us with the
combination 5 + V-Vs ~ 5 = 0 (since V = 0 on average, and any gradient is first order in smallness).
Now thermodynamics says

Os Os c k
ds=| == | dT’ — | dp=-2dT - 24 8.134
o= (gr) o+ (5) =g~ (5.134
since T(g—;)p = ¢, and (g—;)T = (%)p, where v = V/N. Thus,
¢, OlnT  Olnp
e I (8.135)
B
We now have in eqns. 8.132 and 8.135 two equations in the two unknowns 22T and 6};” , yielding
InT 1 c
T _ ks gy e GGy (8.136)
ot cy ot cy
Thus eqn. 8.131 becomes
of° p of° of° of°N [e—h h—Tc,—¢
g p Y p 9 (2 VT P "YV-_F. 8.137
5 +o o + ap 9% 7Y VT +muv,vg Qup+ T v vy ,( )
where ¢ = ¢(I") and
1 /oV, avg
Qi = 5 (8_% n a_%> . (8.138)

Therefore, the Boltzmann equation takes the form

B _ 0
85f+{5“; hv.vzr+mvavﬁga5—wv.v_p.v} f <d—f> . (8.139)
coll

ot v /kg T~ \dt
Notice we have dropped the terms v - % and F' - %—‘g, since Jf must already be first order in smallness,

and both the a% operator as well as F' add a second order of smallness, which is negligible. Typically %

is nonzero if the applied force F'(t) is time-dependent. We use the convention of summing over repeated
indices. Note that 6,5 Q.5 = Qoo = V- V. For ideal gases in which only translational and rotational
degrees of freedom are excited, h = ¢, T
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