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Abstract. We consider extinction times for a class of birth-death processes commonly found in
applications, where there is a control parameter which defines a threshold. Below the threshold, the
population quickly becomes extinct; above, it persists for a long time. We give an exact expression
for the mean time to extinction in the discrete case and its asymptotic expansion for large values of
the population scale. We have results below the threshold, at the threshold, and above the threshold,
and we observe that the Fokker—Planck approximation is valid only quite near the threshold. We
compare our asymptotic results to exact numerical evaluations for the susceptible-infected-susceptible
epidemic model, which is in the class that we treat. This is an interesting example of the delicate
relationship between discrete and continuum treatments of the same problem.
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1. Introduction. Birth-death processes are widely used as a description of phe-
nomena in physics, chemistry [1, 2], population biology [3], and many other areas.
These are Markov processes on states which we label by n = 0,1,..., R, where R
denotes the largest value allowed (which could be co). They are defined by the birth
and death rates:

Ay, n—n+1,
(1) tn, n—n-—1L

The processes we will consider have an absorbing state (“extinction”), which we
set to n = 0. That is, Ay = 0. In what follows we will be mainly concerned with
the mean time to extinction, 7, i.e., the mean first passage time to the state n = 0
starting at n = k. For any such Markov process with an absorbing state, extinction
will occur as t — oo with unit probability. For example, if n denotes the size of a
population of organisms, we seek the mean time to biological extinction.

In this paper we will give exact expressions for the extinction time for a class
of birth-death processes, and asymptotic expressions for cases where the typical n
is large, i.e., in a “continuum” limit. We will investigate the validity of a popular
approximation, the Fokker—Planck or diffusion method [1]. We will see that the
Fokker—Planck method gives the correct asymptotic continuum behavior of 7 only in
very special circumstances.
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As a basis for the subsequent discussion, consider the following two processes
taken from the literature of epidemiology and population biology.
e The susceptible-infected-susceptible (SIS) model of epidemiology [4]. Tmagine
a population of size N within which n individuals suffer from an infection and
the rest, N —n, are susceptible. Suppose that the infection rate per contact is
A/N, the number of contacts is n(IN —n), and the recovery rate is unity (fixing
the unit of time). A recovered individual immediately becomes susceptible.
Then

/\n:An<1—%>,

(2) Hn =10

At the deterministic (nonstochastic, continuum) level there may then be a
nonzero steady state number, n., of infected individuals, the solution of
An = pn. In this SIS model n, = N(1 — 1/A), provided that A > 1. This
model has a threshold, A = 1, above which the infection persists in the con-
tinuum approximation. When the A < 1, the infection dies out. In the
stochastic model, however, above threshold the number of infected individ-
uals remains near n. for a long time (the quasi-stationary state) before the
infection eventually goes extinct [5, 6].

e A logistic model from ecology [7], often called the Verhulst model. This
population dynamics model assumes a birth rate per individual, B, and unit
death rate per individual at low populations. In order account for competition
for resources, the death rate is assumed to increase proportional to n?. We
write

(3) Hp =N+ —=.

At the deterministic level, n, = (B — 1)N/B, provided B > 1. In the con-
tinuum, for B > 1 the population stabilizes at n., while for B < 1 it goes
extinct. In the stochastic model there is a quasi-stationary state for B > 1
in which the population fluctuates near n. before eventually going extinct.
These two examples, both of whose continuum dynamics is the simple logistic
(Verhulst) differential equation, are representative of the class of models that we
consider in this paper. In these models there is a large number, N, and we assume
that both A and p involve such a number in a special way:

A = NX(z),
(4) tn = N7i(),

where = n/N and ), 7 are smooth functions of z.

These processes have the following properties: First, we assume that \,, = N ()
is concave downward (or linear) and p, = Nf(z) concave upward (or linear). (We
will not consider the general degenerate case in which both functions are linear.) Both
functions are taken to have finite nonzero slopes near n = 0. The processes are most
interesting when there is a control parameter so that there can be an intersection of
the two curves (superthreshold) or not (subthreshold), depending on the parameter.
We are also interested in the case when the parameter is very near threshold, in a
sense that we will define below; see Figure 1.
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F1G. 1. Regimes for the rates An, pn: (a) above threshold, (b) near threshold, (c) below threshold.

We are interested in the mean time to extinction starting at state n. The proba-
bilities, 7, (t), for the various states obey the master equation

(5) dwgt(” = M1Tn—1(t) = (A + pn)Tn () + pin1 41 (2).

It is an elementary exercise [1, 2] to show that 7,, obeys
(6) —1= )\nTn+1 — ()\n + Mn)Tn + UnTn—1.

We will solve this equation exactly and give expressions for the asymptotic behavior
of 7, as N — oo. In the context of the SIS model, there is a very large literature on
this question [8, 9, 6, 10]. Our general expression agrees with the main results of [10]
for this case. However, in some cases we find different results; see below.

For N > 1, near the continuum limit, it is tempting to work directly with (6),
and to try to replace it by a differential equation in x. A naive Taylor expansion gives

(7) -1 = f(@)T"(z) + (2)T" (),

L
an?
where = n/N is the continuum variable, T'(n/N) = 7,,, and we define

f@) = Xz) — i(w),
(8) 9*(x) = M) + ().
The smooth functions f(z) and g?(x)/2N are, respectively, the drift (sometimes called
the “force”) and the diffusion coefficient.

The operator on the right-hand side of the equation for T'(z) above is the adjoint
of the operator in the Fokker—Planck equation (FPE) [1, 2],

) 0,P(2,1) = @V

)0.u(a"P) - 0:(4P),

which is the apparent “near-continuum” limit of (5). It can be viewed as the evolution
equation for the probability transition density of a random walker with diffusion
coefficient g2 /2N subject to a drift velocity f. This approach, which is particularly
popular in the natural sciences, is based on the observation that we can think of
the birth-death process as a biased random walk in n. From the work of Einstein
and Schmoluchowski (see [1, 2]), we can describe a continuum random walk with a
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diffusion equation, namely (9). The extinction time is the first passage time to the
origin of the random walker. This approximation is attractive because the ordinary
differential equation in (7) is very easy to solve, yielding a tractable formula for 7" in
the limit of large N. Grasman and collaborators used this approach for the logistic
model [7, 11] and apparently verified their results by numerical calculations. It is
also possible to interpret the FPE in terms of a stochastic differential equation of the
Langevin type [2], which has attractive properties.

However, as we will see below, this series of manipulations gives the correct asymp-
totic behavior of 7 only under very special circumstances, namely when the two terms
in (7) are comparable in size. In our case, this means that f = A — u must be very
small. There are several ways in which this can happen. For example, if we are
interested in small fluctuations near z. = n./N, then we can almost certainly use a
Gaussian approximation and get reliable results (though we do not verify this explic-
itly here). This is what van Kampen [2] calls the “system size expansion,” and it is a
standard method in applications.

For the extinction problem we expect that the important n’s will be all those
between n = n. and n = 0. For the force to be small for the whole range we must be
near threshold, as in Figure 1(b). As we will see below, in order for (7) to correctly
describe the asymptotic behavior, we need p,, = \,,/pn = 1+ O(1/NY/3+¢) € > 0, or,
equivalently, z, = O(N~1/37¢). We will discuss the work in [7] below and show that
the case they treated was, in fact, sufficiently near threshold. This accounts for the
agreement between their FPE results and numerical calculations.

This result is counterintuitive and demonstrates the delicacy of the continuum
limit even for the very simple class of processes that we consider here. Explicitly,
the continuum FPE is useful not for large populations, as one might guess, but only
near threshold, where the quasi-equilibrium population is much smaller than N. The
upshot is that a diffusion treatment is valid only when the drift is small. In fact, we
will go further below: we will show that no diffusion description is possible for these
processes (except just above threshold) in the sense that no diffusion equation can
simultaneously give 7 correctly and also give a good approximation to the quasi-steady
state.

In section 2 we will state our results. In section 3 we give some numerical illustra-
tions for the SIS process. In section 4 we will discuss the implications of our findings
for applications. We will relegate the actual computations to the appendices.

2. Results. In this section we summarize our main results. First we briefly
discuss the exact solution for the mean extinction time as a function of the initial n.
Subsequently we present the large N asymptotic expansions of the solutions in the
superthreshold, threshold, and subthreshold cases.

2.1. Extinction time. The first problem is to solve the second order difference
equation (6) for 1 <n < R—1, with absorption at site n = 0 and a reflecting boundary
condition (Ag = 0) at site n = R, i.e.,

1
(10) 70=0, TR—TR1=—.
KR

This is straightforward [12]: let ay, = 7, — 71 for k =1,..., R so that

(11) —1 = Apnt1 — pnoy
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for 1 < n < R—1 with the single boundary condition ar = L%R Then the solution of
this first order difference equation for «,,, 1 < m < R — 1, is easily written down:

R—m
1
(12) Ay = — Pm+i—1,
Hm Z Hm+j }_[1 -
where
Ai
(13) pi =—.
’ 122

Then the mean extinction time, 7,,, is recovered from
(14) =3 o
m=1
By regrouping the product in (12), we find the explicit solution with no approximation:

n m—

(15) =

m=1 //"m _ P Jerl’ujkl

2.2. Expansion for large N. Now write \,, = NA(n/N) and pu, = Nji(n/N)
with A(z) and fi(z) uniformly smooth functions on [0, 7], where r = R/N. We can
define p, = p(n/N), where p(z) is a bounded, smooth, and nonnegative function on
[0,7]. We will call the following quantity the “effective potential,”

(16) B(z) = / " log p(€)

to facilitate comparison to the FPE, below. Note that p(0) = M (0)/i'(0) is an
indicator of the subthreshold (p(0) < 1), threshold (p(0) = 1), and superthreshold
(p(0) < 1) cases.

For large N the products in (15) can be estimated by the trapezoid rule of nu-
merical analysis. Using the continuous variables z = j/N and y = m/N,

o= (Sres(4))

k=1 k=1
= exp (N /Oz logﬁ(w)dw - %(IOgﬁ(O) + logﬁ(z)) +0 <N>)
— p(()l)p(z) exp (N /Oz log ﬁ(w)dw) X (1 +0 (]t))

Similarly,

(18) T L - Vi N®<y>x<1+o( ))

11/71
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In these estimates and others to follow, the coefficients of the O(N~F) error terms
depend on the regularity of the rate functions A(x) and ji(z). We proceed under the
assumption of sufficient smoothness so that the estimates are valid.

In the following we write x = n/N for the initial point. The large N asymptotic
behavior of 7(z) = 7,, as given in (15), is very different for the superthreshold,
threshold, and subthreshold cases, as follows.

e Superthreshold case. When X (0) > f’(0), there is a unique “equilibrium”
state n. where \,, = fi,,, or equivalently a unique “deterministic steady
state” x, = n./N > 0 where A(z.) = fi(z.). (In the SIS and logistic models
this corresponds, respectively, to the conditions A > 1 and B > 1.) For the
stochastic processes, the extinction time is exponentially large as N — oo.
We find that 7(x) ~ 7,, = T(z.) for n = O(N), i.e., x = O(1). Further,

(19)
7(ze) = 2mp(0) e Nz 1
(e) = \/N[X(xe);/(xe)—A’(xe)p(xe)] O (HO (N)>

In this region 7(z) is independent of z. For z = O(oo/N) there is a boundary
layer where 7(x) depends on x. However, we have found a simple correction
factor which allows us to give, for all € [0, = R/N), a uniform asymptotic
approximation,

(20) F(z) = (1 - e—Nlogﬁ(W) (@)

e Threshold case. Here \,, < pi,, for n > 1, but the derivatives of A(x) and fi(x)
at 0 are equal. (In the SIS and logistic models this corresponds, respectively,
to A =1 and B = 1.) In this critical situation the dominant term in the
large N asymptotic expansion of the extinction time is oc N 3

Nlw

I (m/2) " log Nz
(21) 7(z) = A0 VN + 0 + 0(1)

for n/N =2 = O(1).

o Subthreshold case. Below threshold, A, < u, for all n > 1, and so p(z) < 1
for all z > 0. Moreover, the derivative of A(z) is strictly smaller than the
derivative of fi(x) for all x > 0. (In the SIS and logistic models this cor-
responds, respectively, to A < 1 and B < 1.) The deterministic evolution
tends rapidly towards extinction in this case. For the stochastic process, the
extinction time is logarithmic in NV as N — oo:

1

- OOy

log Nz + O(1)

for n/N =2 = O(1).

3. Numerical estimates and the failure of the Fokker—Planck approxi-
mation. In this section we compare our asymptotic results to numerical calculations
and to the FPE approximation for the SIS model. The numerical results here are a
direct evaluation of the exact formula (15).
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3.1. Numerical and analytical results for the SIS model. As we pointed
out above, an example of the family of models considered here is the SIS model defined
by

(23) )\n:An(l—%>, fin = 7.

For this case 0 < z < 1 and

(24) @) =Aa(l—2),  fl@) =,

so that

(25) Alw) = A(1 - 2)

and

(26) D(z) = — /Ox log A(1 — €)dé = (1 — ) log A(1 — z) + = — log A.

It is easy to check that ®(z) is a convex function.
The analytical results for this model based on (19), (21), and (22) are presented
in the following table.

TABLE 1
A D(x) T for n/N =z = O(1)
Superthreshold A >1 @ (0) <0 ﬁ %TeN(logA’1+1/A> x (1+0(4)) Figure?2
Threshold  A=1 & (0)=0 (Z)2 VN +log Na + O(1) Figure 4
Subthreshold A <1 @' (0)>0 ﬁ log Nz + O(1) Figure 5

The superthreshold case is compared with numerical simulations in Figure 2. Our
formula agrees with the results of [10] and with the exact results.

We can go further and test the validity of our error estimate in the first line of
the table above, and also our treatment of the boundary layer. We define the relative
eITOr as T/Tysy — 1, where T,y is given in (19) and (20). We plot N times this quantity
in Figure 3 to show that the relative error is of order 1/N uniformly in z.

The threshold case is shown in Figure 4; we find good agreement between our
asymptotic formula and the exact results. For the subthreshold case our formulas do
not agree with [10], but they do agree with the numerical results. This is shown in
Figure 5.

3.2. Fokker—Planck approximation. The Fokker—Planck approach approx-
imates the finite difference equation (6) by the differential equation (7), solves it,
and then extracts the large N asymptotics. This has the advantage of producing a
tractable and generally useful partial differential equation, (9). However, as we will
see, it does not give the correct answers in general for our class of processes. In this
section we will be concerned only with the superthreshold case.

3.2.1. Asymptotic estimates. The solution to (7) is (neglecting O(1/N?))

1 v . rr o =N(V(2)=V(y))
27 T(z) = 7—/ e NV=V) qy 42N / ——— dz dy,
(@7) (=) a(r) Jo o Jy  AMz)+Az)
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Fic. 2. Comparison of analytical and numerical results for the SIS model in the superthreshold
case. logT(xe)/N is plotted as a function of N for three values of A.
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F1c. 3. N times the relative error for the superthreshold case of the SIS model as a function
of © for various N and A = 3.
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plays the role of the effective potential.
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Threshold case, A=1
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Fic. 4. Comparison of analytical and numerical results for the SIS model in the threshold case.
7(x) is plotted as a function of N1/2 for various values of z. The symbols are ezact results of (15),
and the dashed lines are guides for the eye. The solid line shows the prediction for the slope in (21).
The vertical position of the solid line is arbitrary.
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20 { — asymptotic slope |
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Fic. 5. Comparison of analytical and numerical results for 7(x) in the subthreshold case of the
SIS model for A = 1/2. 7(x) is plotted as a function of log N for several values of x. The symbols
are exact results, and the dashed lines are guides for the eye. The solid line shows the prediction
for the slope from (22). The vertical position of the solid line is arbitrary. The results of [10] are
also shown as dotted lines which correspond to x =1/4,1/2,3/4, 1 (from top to bottom).

The asymptotic behavior, using standard techniques [1], is

(290 T(x)~T(ae) = — AN (1+o (zb))

CVOIY NV () g% (xe)
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Fic. 6. Comparison of the FPE and numerical results for the SIS model in the superthreshold
case. logT(xe)/N is plotted as a function of N for several values of A.

For the special case of the SIS model we find

where

4 2 A-1

ARt a

(31) —V(ze) =
This expression is quite different from the first line of Table 1 (which agrees with the
exact results). In Figure 6 we show a comparison of (30) with the exact results. It is
clear that there is a significant discrepancy for large values of A, that is, far from the
threshold at A = 1. Note that log 7(z.)/N is plotted in the figure. From the figure
we see that, for N = 1000, T is a factor of about 107 smaller than the exact result.

We have done a similar calculation for the logistic model. The numerical results
of [7] are all near to threshold, so that the apparent numerical verification of their
FPE calculation is of only limited validity. Far above threshold there are similar very
large discrepancies between 1" and 7.

3.2.2. The effective potentials. We now turn to the source of the problem
with the FPE estimate of 7. For the superthreshold case, 7 in (29) is of the standard
form of a relatively slowly varying prefactor multiplied by exp(—NV'), where V is
given in (28). In the following discussion we will ignore the prefactor and consider
only the dominant exponential term. The FPE gives a V which is not the same as
the correct answer, ®, from (16).

However, V is close to ® quite near the threshold, in which case the force is small
over the important range of x, namely [0, z.]. To see this, set A(z) — fi(z) = fn(2).
Assume that the force is, in fact, small: fy(x) — 0 appropriately uniformly in x as
N — oco. Then
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(32) d®(z) fn(x) 1 (f (a:))Q_ 1 (fN(x)>3+

i~ aw 2\aw ) "3\ Gl ’
while

dV(z)  fxl@) 1 (fn@\° 1 (fx@))’
(33) i~ ) +2<u(m)) 4<u<x>> -

Hence the exponential terms formally agree to a factor of (1+O(1/N)) only if fy(x) =
Mz) — f(x) < O(N~Y3); that is, the drift must be small over the whole range
of x. Equivalently, we can write p, = \p/ptn = 1 + O(1/N'/3%¢), € > 0, or z, =
O(N~1/3=€). 1If this is true then the two estimates of 7 differ by factors of order
unity.

3.2.3. “Corrected” FPE. We might be tempted to define a corrected FPE,
with an effective potential ®, by redefining f and g? in (9). A suitable f and g2 could
be found to do this, but the corrected FPE would not be particularly useful in general.
The point of using (9) is to have a unified description of the process, equivalent in the
continuum limit, for the original master equation. In particular, we should be able to
describe the quasi-stationary distribution with the same equation. We will show that
this is not possible.

A version of the quasi-stationary distribution [6] is obtained by changing the
boundary condition at the origin to reflecting; that is, we set A\y = 1. Then a stationary
distribution exists. We can find this by returning to (5), setting dm,(t) = 0, and
solving the equation. The result is

_ 170 N/ 141] .
1+ 500 I [N /)

We take the continuum limit by defining p(n/N) = N, and using the method of (17).
We have

(34) T

(35) p() X(:)MMM (1 +0 (L)) |

We can also solve for the stationary state of (9), with the requirement that the
effective potential be ®. This gives

(36) P(z) x ———

Comparing these two equations, we see that we must set

KA/ XMx)p(w),

2010\ /Aw)il2) 1og28,

9% (x)
(37) f(z)

where K is a constant. We can also recalculate T', as in (29). If we compare the result
to (19), we see that, while we have the correct effective potential (by construction),
we do not get the correct prefactor, so that T is inconsistent with 7.



Downloaded 11/14/13 to 132.239.69.207. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

294 C. R. DOERING, K. V. SARGSYAN, AND L. M. SANDER

4. Summary and discussion. We have described two sorts of results in this
paper. On the one hand, we have shown how to generalize previous work on the SIS
model [8, 9, 6, 10] to a large class of birth-death processes as well as to the threshold
and subthreshold cases. We have extended and improved the mean extinction time
results of [10] for the threshold and subthreshold cases.

Our treatment of the FPE should be viewed mainly as a warning about the
subtlety of the relationship between discrete and continuum approaches. In cases
where the continuum equation (9) should work, it fails if the drift is too large. This
is reflected in the fact that the exact effective potential, ® = — [[log(1 + f/g?) —
log(1 — f/g%)], is different from the FPE expression, V = —2 [[f/g*]. They are the
same for uniformly small f/g?. For practical purposes, if the process in not immedi-
ately above threshold, it is preferable to use (19), or even the exact expression, (15).
The best diffusion approximation that we can propose would use the exact potential @,
and would give only the dominant exponential in 7 but not the prefactor.

For a problem with a wide separation of scales, the option of using an exact ex-
pression is often not available. For example, in work on modeling calcium waves in
cells [13], the underlying processes are too complex to allow a practical exact calcu-
lation. One method for circumventing this difficulty is to use a Langevin equation,
replacing some of the rapid processes by noise terms. In practice, however, there is
some evidence that such a method gives acceptable results only near an appropriately
defined threshold [14] (see also [15]). It is possible that the diffusion approximation
mentioned at the end of the last paragraph would be useful in this case.

We have tried to produce a heuristic argument for the quantitative failure of the
FPE approximation for the mean extinction time in case the drift is not sufficiently
small. We approach the problem from the other direction by asking when it is possible
to accurately approximate a continuum diffusion process by a discrete state Markov
process. When the state space is discretized, the difficulty is that the transition times
between neighboring states (separated by distance 1/N) are not exponentially dis-
tributed for the diffusion process, so the “imbedded” process is not Markovian. In
order for the discrete state process to mimic a Markov process, the transition times
must be close to exponential random variables. Although a more precise condition
relating the drift and diffusion (and N) would require calculations that we do not
perform here, we speculate that when the diffusion coefficient is O(1/N) and the
state-space discretization O(1/N) as well, it is simply impossible to sufficiently ap-
proximate an exponential distribution for the transition time between neighboring
states as N — oo unless the drift is small enough.

Appendix. In this appendix we give the details of the large N expansion of (15),
which we repeat here for convenience:

Am

n

1 m—1 1 R 1 j—1
) S EE S I N I 1
m 1:1 1

m=1 j=m+1 Hi k=1

In the following sections we discuss the superthreshold, threshold, and subthreshold
cases. The major computations are of the term Y A,, in (38).

Appendix A.1. Superthreshold case. In this situation ®(z) is convex with
a quadratic minimum at z,., the unique solution of A(z.) = f(z.). Thus, putting
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s =m/N and invoking standard integral estimates,

o 3 S Tn= 3 S (1+0(7)

_ / O (1 Lo <1)>
s V/p(0)p(2)i(2) N
For the next step we use the fact that if h is a smooth function with h(z.) # 0, then
for s < x.,

(40) / h(€)e N®E)de = h(z,) ﬁ e~ Ne@e) (1 +0 (&))

We now use n = O(N), ® (0) < 0, ®(0) = 0 and the smoothness of 5 to compute the
geometric sum after expanding ®(m/N) around 0. Thus,

SRR M;M Sy V Nﬁfimm“e”% (o (7))

m=1 m=1
o2r 7N<I> we N<I>ﬂ 1
N (52) (e /o) mzlv <”O<N)>
27 e~ No(@e) 5(0) 1
41 = - - 1+0(=1).
) N () ) /o(o) 1 ¥ 0) ( (%))

The last expression is exponentially large in N, and thus Zm 1 u , which we estimate
in the subthreshold case below, is completely negligible. Ehmmatlng derivatives of
®(x), we then find

- 275(0) e~ Ne(we) 1
() T”\/Nw ey raoe -1 (1+o(x))

independent of n for n = O(N). The boundary layer correction follows simply from
a finite geometric series approximation to the sum in the penultimate line in (41).

Appendix A.2. Threshold case. Here the potential function ®(x) is convex
with vanishing derivative but nonvanishing curvature at © = 0. Referring to the
terms in the exact solution (38), invoking the trapezoid approximation, and setting
s=m/N,

ilAm: i/T:/N\//% e N(E-2(%)) g x <1+O<;)>

m= m=1

(43) — N/Ox ds / dz \/% e N(@(E)-2() (1 +0 (]1V>>

Most of the contribution to the integral comes from a neighborhood of the origin, so
we proceed making standard integral approximations. Expand ®(x), p(s), A(z), and
fi(z) using A\(0) = a(0) = ®(0) =P (0) = 0:

@ 3 an =N Oy [ D (o (1),

m=1
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Switching the integrals,
(45)

n

_Nq> (o)z min(z,x) "o 1
ZAm N / dz/ N OFgsx (140 (= ,
— VA 0 N

m=1

and changlng variables,

VN&” (0) 7% min(v,y/N®" (0)x) L2 1
57 / dv/ e? du X (1+O<)>.
/\ 0 N

Then because N is large we may modify the limits of the integrals:

) 3 Fﬁ 2 [ (150 (2))

Integrate e* ’/2 using its Taylor expansion and use the formula for the even moments
of a Gaussian to obtain

1Am \/Ni\/io)Zm' 2k+1)/mv2k6_1;dv(1+0<;>>

(48) = q)]\(fo \/Lkz 2kk'(2k2)k+ )\ﬁ (H(Q(le))'

The sum above converges (slowly) to 7, and thus

™ p(0) 1

(49) Ap = 7 ———— VN + O () .

Z 20"(0) \/ X'(0)i'(0) VN
We show in the next section that

G| 1
50 — = ——logn+ O(1).
( ) mzzl Hm, i (0) ( )
Thus, recalling p(0) = 1 in this case,
(5)° ~ 1
(51) Tn — = = ; N + Tlogn—k(’)(l)
" (0)N (0) (0) 1’ (0)

Appendix A.3. Subthreshold case. Here the potential function ®(x) is a
convex function with positive derivative at 0. From (38),

F Z - J/N o N (R)-2(4)) <1 Lo (}V))

Jj=m+1

) 2 s (o ()

<)% s (0 +0(x))
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Adding and subtracting

R _ . 1
. s/
(53) j:%;l N/ A(m/N)i(m/N)

and recalling that in the subthreshold case p(z) < 1 uniformly for = € [0, r], we have

_/my\ —mta (m/N) (m/N)
4) An=p(= = TN A
(54) p(N) j:mZ+1 (N G /N)ia(j/N) N\/x\(m/N)u(m/N)>

R _ : 1
p(m/N)i=m+3
D N T

Jj=m+1

Cmymd e ()N
=»(%) /<¢A () msm(s))d5

B m

p(m/N) 1 1
T p(m/N) Ny © (N)

Cm

1
:Bm m x|
can oL

Now we evaluate Y " | By, and > _, C,, separately as n = Nz — oo. Changing

variables in the integral in Bm and using the facts that, for small s, \/A(s)fi(s) =

VEDIRD) 5+ O(5),ox VNa7i) = VOO o % (11+0(6). nd gts) = 01
& / (o ?1)5 e )

o x [ e

X/o/ ;mogp(s <s§+s>df

) x /O -~ ——a

) % /0 ) 2dz

<0(1) x (m)g,

where we define @ = N log p(s). Then, recalling s = m/N, we conclude

(56) ZlB < 0(1) x Z y logp NP o(1)

=1

as N — oo (which means n — oo as well).
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On the other hand, the C,, terms may be written

n n m 1
(57) P ;”(N)JW/N)’
where we define
m p(m/N)
(58) 1(3) = 1= p(m/N)’

Then subtract and add the “divergent part” of the sum:

~ . ~=[nm/N)  n0) ~ 1(0)
69 2 Gn=2. NGy~ o) + 2 o)
[T nEr'(0) — n(0)a(€) 1(0) 1
= [ e gy s + O(N)
o(1)
_ 10 o
= ﬂ’(O)l g(n) + O(1),
where v = 0.5772. .. is Euler’s constant.
Finally,
(60) Z o Z m/N
v 4 log (n) *Ep'(0) — a(é)
P00 o e ) d“o( >
o(1)
= L10 (n) +0(1)
Ok '

Putting these calculations together, we conclude

(61)
_ n(0) 1 1
T, = T(x) = logn+ —=logn+0O(1) = —————
1'(0) 7'(0) ' (0)(1 = p(0))
Acknowledgments. We thank P. Jung, I. Nasell, and R. Ziff for helpful com-
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log Nz + O(1).
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