
Lecture 1:  probability concepts I.



Bayesian probabilities in your non-academic life:



Bayes’ theorem



machine learning example

Figure 1

Figure 1

Coal mining data
x=[4 5 4 1 0 4 3 4 0 6 3 3 4 0 2 6 3 3 5 4 5 3 1 4 4 1 5 5 3 4 2 5 2 2 ...
3 4 2 1 3 2 2 1 1 1 1 3 0 0 1 0 1 1 0 0 3 1 0 3 2 2 0 1 1 1 0 1 0 1 0 ...
0 0 2 1 0 0 0 1 1 0 2 3 3 1 1 2 1 1 1 1 2 4 2 0 0 0 1 4 0 0 0 1 0 0 0 ...

0 0 1 0 0 1 0 1]

the poisson distribution.



First, warmup exercise about frequentist notion of probabilities 



joint probabilities
X and Y random variables

picking from red

picking from blue



joint probabilities
X and Y random variables

what is the probability to pick apple?
if orange, what is the probability that it came from blue box?

two elementary rules in probability theory help: sum rule and product rule

picking from red

picking from blue



joint probabilities
X and Y random variables

frequentist view

fruit

box



joint probabilities
X and Y random variables



joint probabilities
X and Y random variables



normalization



tool: histogram of 60 events — joint probability distribution

marginal

marginal

conditional



marginal

conditional

normalization

normalization

picking apple

picking orange

return to the problem of two boxes with fruits



if orange was picked, what was the probability of the box color ?

using Bayes’ theorem, we can reverse the conditional probabilities:

and from the sum rule:

return to the problem of two boxes with fruits



if orange was picked, what was the probability of the box ?

using Bayes’ theorem, we can reverse the conditional probabilities:

and from the sum rule:

interpretation of Bayes’ theorem:
p(B) prior probability, if we are told that blue box was chosen
available before we observe the fruit

Once we are told it was orange, we can use Bayes’ theorem to 
calculate p(B|F) which is the posterior probability

return to the problem of two boxes with fruits


