
Final project 
 

Monte Carlo applications  

problem 1: 10 %   problem 2:  25% 

due: December 9, 2016  3:00 pm

139A   An, Callahan

139B  Palmer, Rowe

139C  Ha, Amin

239A  Caamano Withall, Elleflot

239B  Fang, Min, Rozin



Problem 1 submitted individually

Consider the probability distribution p(x) which is the mixture of two multivariate Gaussian 
distributions in two variables with x=(x1,x2):

1(A) Plot the p(x) probability density function in the (x1,x2) variables

1(B) Calculate the mean of the vector  x=(x1,x2) using Markov Chain Monte Carlo with 
Metropolis importance sampling.  Compare the histogram with the 1a plot.

1(C) Calculate the Monte Carlo error of the mean of the vector  x=(x1,x2) using Markov Chain 
Monte Carlo with Metropolis importance sampling. 

1(D) Estimate the autocorrelation time (separation of independent MC configurations) for 
correct error estimates.

1(E) Compare the MC results with the analytic expectations.



Problem 1 (phys 239 only)  submitted individually

1(F) Compare the Metropolis MC results with Gibbs sampling.



Problem 2 submitted by the team

Figure 1
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0 0 1 0 0 1 0 1]

the poisson distribution.
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x=0,1,2,…



to prove
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2(A) prove the conditional probabilities to prepare for Gibbs sampling:
Problem 2 submitted by the team

ln ~

The last line for ln(P) just gives the log of the products of independent Poisson probabilities once the Poisson 
intensities 𝜆1,2 are determined from the Gamma distributions for a particular n0 . 𝜆1 up to year  n0 and 𝜆2  from year  
n0 +1 to year N.  ~ indicates the normalization factor which has to be taken into account. See next page for how to 
draw Gibbs sampling from discrete probabilities.



For discrete probabilities Pi , with u ~ U(0,1) uniform 
random number in the (0,1) interval:
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2(B) Implement the Gibbs sampling of the Markov Chain Monte Carlo:
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2(C) Plot the n0 probably distribution and 𝛌1, 𝛌2 from Gibbs sampling:

2(D) What are the means of n0, 𝛌1, 𝛌2 ?

2(E)  Estimate the MC errors on n0, 𝛌1, 𝛌2  from the independent 
MC configurations of the simulations

2(F)  Estimate the MC errors on n0, 𝛌1, 𝛌2  from the independent 
MC configurations of the simulations
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2(G)  Compare your Gibbs sampling based simulation with 
Metropolis Monte Carlo

Problem 2 (phys 239 only) submitted by the team




