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Outline

e Review of Gaussian distributions and
rejection of data?
 Uncertainties for lab 2

— Propagate errors

— Minimize errors



Schedule

Meeting Experiment
1 (Apr 2-6) None (start Taylor)

2 (Apr 9-13) 1
3 (Apr 16-20) 1
4 (Apr 23-27) 2
5 (Apr 30-May4) 2
6 (May 7-11) 3
7 (May 14-18) 3
8 (May 21-25) 4
9 (May 28-June 1) 4

10 (June 4-8) FINAL




Clicker Question 6

What 1s the correct way to report 653 £55.4 m

(a) 653.0 £55.4 m
(b) 653 £ 55 m
(c) 650 £55 m

(d) 650 + 60 m Keep one significant
figure

Last sig fig of answer
should be same order
of magnitude as error



Chapter 5
The Gauss, or Normal Distribution

2 2 +o
normalize e_(x_X) [20 — > j__ f(x)dx =1

1 e—(.x:—)f)"’*’/2{}-2

G _
T

standard deviation &, = width parameter of the Gauss function &
the mean value of x = true value X

G, o (x)
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What about the probabilities to | | —U—X}y
find a point within 0.50 from X Gk 5 = e 20
1.70 from X, or in general fo 0 \/E

from X ?

To find those probabilities
we need to calculate

X+to

I GX,.:; (x)
X—to

Unfortunately, we cannot do
it analytically and have to
look it up in a table

0 20 40 60 80 100" 1
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Table A. The percentage probability,
Prob(within to) = [ 110Gy (x)dx, A

as a function of ¢ - X=1o X X+to

@ 0.00 001 002 003 004 005 006 007 008 009

0.0  0.00 0.80 1.60 239 319 399 478 558 638 717
1 797 876 955 1034 1113 1192 1271 1350 1428 1507
2 15.85 16.63 17.41 1819 1897 1974 2051 21.28 2205 2282
3 2358 2434 2510 25.86 26,61 27.37 2812 28.86 2061 3035
4 3108 31.82 3255 3328 3401 3473 3545 3616 3688 37.59
5 3829 3899 3969 4039 41.08 4177 4245 4313 4381 4448
6 45.15 45.81 4647 4713 4778 4843 4907 49.71 5035 5098
7 5161 5223 5285 5346 5407 5467 5527 5587 5646 57.05
8 5763 5821 5878 5935 5991 6047 6102 61.57 6211 62.65
9 63.19 63.72 6424 6476 6528 6579 6629 66.80 6729 67.78

r=1 1.@ 68.75 6923 69.70 70.17 7063 7109 7154 7199 72.43
1.1 w7 7330 73.73 7415 7457 7499 7540 7580 7620 76.60
12 76.99 7737 7775 7813 7850 7887 79.23 7959 79.95 8029
1.3 80.64 8098 8132 81.65 81.98 8230 8262 8293 8324 8355
1.4 83.85 84.15 B84.44 B473 8501 8529 8557 8584 8611 8638
1.5 86.64 8690 87.15 8740 B87.64 8789 8812 8836 8859 88.82
1.6 89.04 8026 8948 89.69 89.90 90.11 9031 9051 90.70 90.90
1.7 91.09 9127 9146 9164 91.81 9199 9216 9233 9249 92.65
1.8 9281 9297 93.12 9328 9342 9357 9371 9385 9399 9412
1.9 94.26 9439 9451 9464 9476 0488 9500 95.12 9523 9534
20 9545 9556 9566 9576 9586 9596 9606 96.15 9625 96.34
21 96.43 9651 96.60 9668 9676 96.84 06.92 97.00 97.07 97.15
22 97.22 9729 9736 9743 9749 9756 97.62 97.68 97.74 97.80

p. 287 Taylor
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Change to rubric for Exp 2

Calculate the expected number of trials that should
exceed your average time by one standard deviation
and compare it to what you observe.



Clicker Question 7

What 1s your age?

(a) <18
(b) 19,20
(c) 21,22
(d) 23,24
(e) =25



Compatibility of a measured result(s):
t-score

Best estimate of x: X

Compare with expected answer x,,, and compute t-score:

X best X exp ecied

I =

Oy

This is the number of standard deviations that x, .. differs from
Xexp:
Therefore,the probability of obtaining an answer that differs

from x.,, by t or more standard deviations is:

Prob(outside tc) = 1-Prob(within to))
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Prob (within e} —=

“Acceptability” of a measured result
Conventions

* Large probability means likely outcome and hence reasonable
discrepancy.
* “reasonable™ 1s a matter of convention...

* We define:
v
o e 0T DWE <5 9% - significant discrepancy, 1 > 1.96
i | 9545 | i
o | | . <1 % - highly significant discrepancy, > 2.58
S0% ===~ / ir | i T
! | boundary for unreasonable improbability
0 1 : s If the discrepancy is beyond the chosen
v . boundary for unreasonable improbability,
erf(t) — error function === the theory and the measurement are

incompatible (at the stated level)
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Useful concept for complicated
formula

« Often the quickest method 1s to calculate
with the extreme values
- q=q(x)
~ Qax = (X + 0X)
~ Qpyin = (X — 0X)
109 = (dmax = Amin)/2 (3.39)




Principle of Maximum Likelihood

* Best estimates of X and ¢ from N
measurements (X, - Xy ) are those for which
Proby ; (x;) 1s a maximum



Clicker Question 8

Upon flipping a coin three times, what are the
chances of three heads in a row?

(a) 1

(b) 0.5

(c) 0.25
(d) 0.125
(e) 0.0625



The Principle of Maximum Likelihood

x—X)?
Recall the probability density for P, (x)= I Ei’_ ( 2.-:2}
measurements of some quantity x X0 / 2To
(distributed as a Gaussian with mean X and Normal distribution is
standard deviation G) one example of P(x).

Now, lets make repeated measurements
of x to help reduce our errors.

X5 Xop X35 ey X

n

We deftine the Likelihood as the product
of the probabilities. The larger L, the L = P(x)P(x,)P(x;)...P(x,)

more likely a set of measurements 1is.

Is L a Probability? A

The best estimate for the parameters

Why does max L give of P(x) are those that maximize L.
the best estimate? '
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Using the Principle of Maximum Likelihood:
Prove the mean is best estimate of X

Assume X 1s a parameter of P(x). al

When L 1s maximum, we must have: -

oX

[ ets assume a Normal error distribution and
find the formula tor the best value for JX.

L= P(x)P(x;)...P(x,) =[] P(x,)
i=l1

o (x=X }2 1
e a9

2o- _

L=Ce™*P

. 2
» v (x, —X)
A = B Detininition
i=1 o

0

L

SN

'\Lvl.‘lfht X..
a_ngzce_IZ__laxz
oX 2 dX

i
= =0 ‘E
oX
BZZ | n
=— > 2(x,— X)=0
oX ng‘ x )
> (x,—X)=0
i=l
ij—ﬁX—O

i=1 ) Q E D
X"_z'x the mean
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What is the Error on the Mean

— 1 Z c Formula for mean of measurements. (We just
n< ot proved that this 1s the best estimate of the true x.)

Now, use propagation of errors to get the error on the mean.

Jx ox Jx
0-.=—0, ®—0, ®.O_—0,
Yo, ox, dx,
a1
X. n
. 2 i . . . -
g - 2 - What would you do if the
O- = - =g — | = X; had different errors?
S\ n n ) ~Nn

We got the error on the mean (SDOM) by
propagating errors
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The Four Experiments

 Non-Destructive measurements of densities, inner

structure of objects
— Absolute measurements vs. Measurements of variability

— Measure moments of inertia
— Use repeated measurements to reduce random errors



Rotational Kinematics

Linear Kinematics

V, =V, +aAt

As = V.At + % a(At )

Vi =V’ +2aAs

S=6r

V= af

Rotational Kinematics

¢ = +aAt
AO = oAt + % aAt)
w: =&’ +2aA0

a, = ar
19



-

~ RacquetBalls

RS T I TR Eais—
- >

;3 et ﬂ We should check
_ ifthe variation in
d 1s much less
than 10%.




~ Measuring I by Rolling Objects ()

s @ racketball 1. Measure M and R

D photogate timer 2 Using photo gate timer
e measure the time, 7.

% starting timer to travel distance x

1 1 : rolling radius R’
Mgh = 5 MV + 51 o8 energy conservation .
v=R'w rolling radius >
2% s g
Y = for uniform acceleration




Measuriug the Varlatiou in Th!c___ess of the Shell O

1 _ .7 statistical

2 (% —x)

« 1. Measure rolling time of one N o2 =
Ton-1%

ball many times to determine
the measurement error in 7,
o

measurement

analysis

2. Measure rolling time of tone_ball
many balls to determine the e

total spread nz, o,
« 3. Calculate the spread in time HJ_LA_LI_H

due to ball manutfacture, t .
. a
Gmanufacturerr bV Sllbtl'ElCtng the B ®
measurement error Crrotal T D-Inanufacmre - Crmeasmﬁnfnt
4. Propagate error on f into O — O . O,

error on / and then mto error variation in 7 — variation in / = variation in d

on thickness d

( - " [ [




e -Prbpag"até E'rr“or'frqni Ito d ©

; 3 3
I = EM R —r measured thickness and
3 3
> R-vr radius for one ball
o r 2825-45mm ..., d=4.5mm R=28.25mm
R 28.25 mm _
. I 21-7 R
1(0.841) = — > = =——— ~0.571892
. I 21-=2° :
1(0.840) = b 0.571366 +— Oz «— ol numerically
0z __ 0.841-0840 _ 0001 _ .

&I 0.571892-0.571366 0.00526
o, o, Ro. RId&zo, (2825mm)(0.572)

d d d dél I 4.5 mm

(1.901) 2L = 6.826 L ~ 6.8 2L
i i I




v Propagate Error fromzto ©

i-_L R {ghr IJ ~0.572 from previous page

MR®> R|2x*
- a
of _K - (g'ﬁjr] compute derivative
ot R\ x7
o; = R ght oy ropagate error
=l ) propag O1 4O
(ﬁ} [ﬂ] ! t
G-f xE .,Tz
L —_ o, = — c Oa _ %r . o,
I (ght 1 " R’ (0.572) " work out 7 ~ 6-87 ~ 277
L 2x° - fractional error '
iy 2 R? - numerically
[% - —(—.2 I+ 1]

x* ) t{R to get a 10% error on the thickness
SR . R? we need 0.37% error on the rolling time
—(RQIWLI] 2{0.5?2+ 5 ]

9t~ ! - Lo, = — i w4 accuracy can be improved by rolling
1 R_z (0.572) (0.572) t d each ball many times
RI‘



Standard Deviation versus Trial
Number

0.100

0.095

0.090 - \ .
L 0.085- / \ / \././ N
0.080 -

0.075 +

0.070 +

0 2 4 6 8 10 12 14 16 18 20
trial number

=STDEV(A$1:A2)



Remember

* Finish experiment #2

 Homework Taylor #8.6, 8.10
» Read Taylor through Chapter 9



